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1 Introduction

With the deepening of globalization, an increasing num-
ber of people have to face a problem: how to communicate
with others who speak different languages that we do not
understand. Compared to hiring a translator, more people
tend to use a machine translation system to get what they
want to say or what they do not understand. Although ma-
chine translation has improved rapidly in news, speeches,
and biomedical translation tasks [1, 2], it is still in its in-
fancy in the area of chat translation. It has been pointed
out in recent studies that even a document-level system is
not entirely qualified for translating chat due to its unique
characteristic of multi-speakers [3, 4, 5]. In this research,
we focus on figuring out why machine translation models
are of low quality when translating chat. In other words,
we need to evaluate the model for chat translation to find
errors and make improvements for the future.

Considering the fundamental purpose of translation sys-
tems, most users are not familiar with the target language
and cannot determine whether the translation is accurate.
Therefore, we need a solution to confirm whether the trans-
lation model fully conveys the interlocutor’s meaning to
avoid communication problems or misunderstandings. In
chat, in addition to the correctness of words and grammar,
we also have to pay attention to the gaps in understanding
of each other. Hence, we need to determine whether the
translation model can generate texts that are well connected
to the context and make parties understand each other. To
achieve this goal, we build classifiers for evaluating the per-
formance of generated texts. The task is to predict whether
a given utterance is generated by the machine translation
model (labeled as ‘model-generated’) or taken from the
corpus (labeled as ‘original’). By applying these classi-
fiers to the model-generated translations, we can conclude

the behaviors of the translation model.
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)
A :
The weather is great today! A-to-B SHFOOESTIAR!
(1A) Translation Model (1B)
:
Exactly! B-to-A 3Tl
(28) Translation Model (2B)

Figure 1 An example of multilingual chat using translation

models.

In this research, we focus on chat defined as a two-
sentence dialogue between two humans using different lan-
guages to simplify the task, assuming both parties do not
understand each other’s language. Figure 1 is an illustra-
tion of multilingual chat of two people with the help of
translation models. We trained our models and applied the
classifiers on generated translations to find that classifiers
had their own merits according to the types of information
they had access to. Although they still have some errors,
to a large extent, we can use these classifiers to correctly
determine most of the chat translations with good cohesion

and correct expression.

2 Methods

To confirm the translation model’s performance on chat
translation, we build a translation model and a series of
classification models in this research. After training the
model, we generate translations and apply binary classifi-
cation models to label the given utterance. With the results
of classification, we can determine the translation model’s

performance on chat translation.
2.1 Translation Model

We condition that a chat is composed of two consecutive
sentences. Therefore, we choose the 2-to-2 strategy [6] for
training, where the inputs and outputs of the model are
composed of two texts. With the generated outputs, we
continue to train the classification models to create the

classifiers.
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2.2 Classification Models

We assume that there are two people joining in the chat,
each of them speaks different languages and does not un-
derstand each other’s language. With the assumption, we
assign A and B to be the languages the speakers use. Addi-
tionally, we label the sentences of the chat in order as 1 and
2. Combined the two signs, the first pair of texts is labeled
as 1A and 1B; the second pair is labeled as 2B and 2A. The
corresponding labels of the example chat are shown under
the texts in Figure 1, and listed in Table 1.

Since applying translation models to both the A-to-B
and B-to-A directions will make our task extremely com-
plicated to determine the cause of errors, we simplified the
problem by focusing only on the B-to-A side. We assume
that all the 1A, 1B, and 2B are from the corpus, and only 2A
can be either generated by the model or from the corpus.
With the assumption, we can apply different classifiers to
2A and then synthesize the results to determine its qual-
ity. In the experiment, we prepare four different classifiers.
These four classifiers are trained with 2A together with one
or multiple of 1A, 1B, and 2B. To make the classifiers able
to distinguish the machine-like translations, we label the
data as ‘model-generated’ to indicate the 2A part is gener-
ated by a model; otherwise, we label the data as ‘original’
to indicate it is from the corpus.

2B-2A For the first classifier, we use 2B and 2A as
the training data. This classifier can predict whether a
translation model generates 2A, taking 2B as the reference
information.

1A-2A  For the second classifier, during training, we
use 1A and 2A as the training data. This classifier can
predict whether a translation model generates 2A, taking
1A as the reference information.

1A-2B-2A For the third classifier, we use 1A, 2B, and
2A as the training data. This classifier takes both 2B and
1A as the reference information.

1A-1B-2B-2A The fourth classifier takes all the 1A,
1B, and 2B as the reference information to predict whether
a translation model generates 2A.

With the different parts of the chat as reference infor-
mation, the four classifiers can determine whether 2A is
generated by a model or not. By looking at the results, we
can conclude how the reference information contributes to

the classification and evaluate the generated translations.
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1A The weather is great today!
1B SHIZVWWEKTTA !
2B £5T¥4!

2A  Exactly!

Table 1 An example of chat with the labels 1A, 1B, 2B and 2A.

3 Experiment

3.1 Dataset

Our ideal corpus needs to contain a considerable amount
of chat between two people who speak different languages,
and better to have labels indicating whether the conversa-
tions are smooth. Unfortunately, no existing corpus fully
meets our requirements. In this research, we resorted to
choose OpenSubtitlesZOlS1> [7, 8, 9] since it has texts
closer to chat conversations with multi-speakers’ scenes
compared with corpora of news, speeches or academic lit-
erature.

In the experiment, we selected English and Japanese to
be the two languages in the chat. Specifically, we assumed
A to be English and B to be Japanese, according to the
labels described in section 2.2. Taking 1,000 movie stories
from the English-Japanese corpus of OpenSubtitles2018,
we split every two consecutive sentences as a pair, and
finally obtained 644,0002> lines of chat as the translation
model’s training data.

To make the classification models’ training data, we re-
translated the texts used for training the translation model to
obtain negative examples. Though those texts are not nec-
essarily unsuitable as a response to the preceding context
in the chat, we assume the idea to label model-generated
texts as errors is reasonable to some extent. Actually, due
to the low quality of OpenSubtitles, our translation model
achieved a BLEU score of no more than 27.2, which we
believe is not very high.

As mentioned in section 2.2, what we need to classify
is the type of 2A. We took 2A from the model-generated
texts and 2A from the corpus, combined different types
of original texts as reference to build the four classifiers.
Each line of data is labeled as model-generated or original
depending on its 2A part. Although the patterns are differ-

1)  http://www.opensubtitles.org/
2) 805,000 lines in total, 644,000 for training, 80,500 for validation,
and 80,500 for testing.
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classifier validation accuracy

2B-2A 0.8511
1A-2B 0.7678
1A-2B-2A 0.8505
1A-1B-2B-2A 0.8526

Table 2 The accuracy on validation dataset of each classifier
after training.

ent, each classification model takes about 1,030,000 lines
of data for the training. About 257,600 lines of validation
data is used as well to evaluate the learning progress of
each model during the training3).

For the evaluation, we manually selected 650 lines from
the translation model’s 80,500 lines of test data to be the test
data of the classifiers. These pairs of chat were considered
to be smoothly connected. Hence, we could make sure
there are no non-chat noises when applying the classifiers

to the test data.

3.2 Settings

In the experiment, we used fairseq [10] to build the trans-
lation model. Following the descriptions in section 2.1,
we designed a 2-to-2 translation model in the direction
of B-to-A, specifically, Japanese-to-English. To establish
the training data for classification, we used the translation
model to re-translate the training data, as mentioned in sec-
tion 2.2. In this way, we obtained the model-generated 2A
that correspond to the original 2A from the corpus.

Based on the languages, we selected the multilingual
BERT model [11] as the basis of the classification models.
Four classification models were fine-tuned from multilin-
gual BERT through transformers [12], provided by hug-
gingface“. We built the four classifiers: the 2B-2A clas-
sifier, the 1A-2A classifier, the 1A-2B-2A classifier, and
the 1A-1B-2B-2A classifier, based on the different types
of reference data. To track the learning progress, we eval-
uated the models during the training of the classification
models with the validation data. In the test time, the classi-
fiers are to assign the label to the data as model-generated

or original, indicating the type of the contained 2A.

3) Meaningless data (i.e., containing too many emojis or garbled texts)
were deleted during this process.
4)  https://huggingface.co/
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classified into

classifier model-generated original accuracy
2B-2A 596 54 0.917
1A-2A 585 65 0.900
1A-2B-2A 604 46 0.929
1A-1B-2B-2A 607 43 0.934

Table 3 The classification accuracy and results on the test data
containing only the model-generated 2A.

classified into

classifier model-generated original accuracy
2B-2A 177 473 0.7277
1A-2A 269 381 0.5862
1A-2B-2A 183 467 0.7185
1A-1B-2B-2A 179 471 0.7246

Table 4 The classification accuracy and results on the test data
containing only the original 2A.

4 Results and Analysis

The accuracy of the classification models on the valida-
tion data is listed in Table 2.

We used the 1,300 lines of test data mentioned in sec-
tion 3.1 to test the four classifiers. The results and accu-
racy on the separated test data are shown in Table 3 and
Table 4. With only the test data of model-generated 2A,
each model’s performance is relatively similar. However,
we notice that all the four classifiers are somehow weak
on distinguishing the test data containing the original 2A.
We consider the possible reason to be the low quality of
OpenSubtitles. Among them, the 1A-2A’s performance is
worse than others with the test data of original 2A. Com-
bined with the model’s accuracy on validation data, we
can conclude that the accuracy of 1A-2A is inferior to the
remaining three.

When tracking the differences between 2B-2A’s results
and 1A-2A’s results, we find that 1A-2A distinguish 107
more pairs of chat originally from the corpus as model-
generated rather than 2B-2A. We consider that 2B-2A be-
haves better in predicting whether 2A is model-generated
compared to 1A-2A. Yet, we conclude 1A-2A is better
at distinguishing whether the chat is well-connected while
looking at the detailed texts. In the Table 5 with an example
chat, it is possible to say that 2A is a good and human-like

translation if we only focus on 2B and 2A. However, if we
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1A Yes, I haven’t said, have 1?
2B E-oTHWVE
2A Ididn’t.

Table 5 An example of chat with a model-generated 2A.

1A He is a shithead.
2B REETFOREHZENS D
2A  Every year he forgets his birthday.

Table 6 An example of chat with a model-generated 2A.

focus on 1A and 2A, the chat of 1A and 2A is not trans-
parent because the subject of 2A does not match to the
preceding context 1A.

But the 1A-2A classifier incorrectly labeled some of the
model-generated data as original-from-corpus when look-
ing into the detailed outputs. As shown in Table 6 with
an example of chat, if we look at 1A and 2A, the con-
versation is connected neatly; but the meaning of 2B is
translated incorrectly, missing the information of ‘his son.’
Fortunately, the 1A-2B-2A classifier can take care of it.
1A-2B-2A relatively combines the features of the first two
classifiers. Though the example chatin Table 6 is marked as
obtained from the corpus via the 1A-2A classifier, it is cor-
rectly marked as model-generated through the 1A-2B-2A
classifier. We consider that the 1A-2B-2A can distinguish
whether 2A is model-generated and whether the translation
of 2A is accurate as the same time. Moreover, we suggest
that the 1A-2B-2A classifier can indicate the cohesion of
the chat and the accuracy of the translation to ensure that
the two parties in the conversation can understand each
other well.

Observing the 1A-1B-2B-2A and the 1A-2B-2A classi-
fiers’ results, we found that 1A-1B-2B-2A can better de-
termine the chat that the second sentence, 2B (or 2A), is
shorter. The 1A-2B-2A classifier labeled the chat shown
in Table 7 as model-generated, considering 2A is an in-
correct translation of 2B. But with the additional reference
1B, the 1A-1B-2B-2A classifier correctly recognized that
it was from the corpus. In this type of chat, the second
sentence is more often just a response to the first sentence.
Hence, the first sentence is more significant, containing
further information. When judging 2A, not only 2B but
also the preceding context 1B of 2B indirectly determines
the quality of 2A. Moreover, due to the difference between
English and Japanese grammar rules, fluency is more de-
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1A TIdon’t believe you.
1B fELofhkwni
2B %57

2A No?

Table 7 An example of chat with a 2A originally from the
corpus.

cisive in chat translation than accuracy when the sentence
length is short. However, the difference between the re-
sults of 1A-1B-2B-2A and 1A-2B-2A is considerably in-
significant. Compared to 1A-2B-2A, 1A-1B-2B-2A only
correctly predicted 18 more of the 1300 lines of data origi-
nally from the corpus. From this, we believe that the overall
performance of 1A-1B-2B-2A and 1A-2B-2A are equiva-
lent. Meanwhile, the performance of 1A-1B-2B-2A is not
outstanding with longer sentences. We consider the pos-
sible reason to be the weakness of the BERT model since
BERT can only assign two token ids to mark the order of

sequences in the settings.
5 Conclusions and Future Work

Overall, the translation model’s performance in translat-
ing chat can be evaluated to a certain extent through the
four classifiers established in this research. However, the
classifiers still have inaccurate predictions and could not
certainly determine the data originally from the corpus on
the test data. We consider the reason to be the quality of
OpenSubtitles2018. In future research, we will try to find
or create a more proper corpus to train our models. We also
hope to further predict the translation results by improving
our classification models in the future to identify specific
problems.
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