Context-aware Neural Machine Translation with Mini-batch Embedding

Makoto Morishita’ ¢, Jun Suzuki?, Tomoharu lwata', Masaaki Nagata'
'NTT Communication Science Laboratories, “Tohoku University

— Abstract \ — Context-aware NMT with Mini-batch Embedding N — Experiments \
Document-level context is essential for a better translation, though Document-level Mini-batching Experimental Settings
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- Slow Mini-batch embedding (MBE) and the current context-aware methods.
Context-aware NMT - Complexed model. Added as a tag to the downstream task (NMT) — Feeding the MBE to the decoder-side works better
Minibateh We propose a mini-batch embedding (MBE) Effect of Decoding Batch-size
Ini-batc — includes features of sentences in a mini-batch N e —
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Without mini-batch With mini-batch " the importance ot MBE As we increase the mini-batch size, our model achieves
NMT normally uses a mini-batch for training/decoding. ract the features — If the model failed to extract better performance.
Several inputs are concatenated and computed together. the features of the mini-batch, — The large mini-batch size makes the MBE
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