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.l — AbStraCt >l<Equal contribution

» We participated in En-Ja and Ja-En tasks. Translating text on social media is

» Our system combined technigues including a challenging task due to various noise.
(D utilization of a synthetic corpus,

d

2 domain adaptatio (@) Il let you know bro, thx “abbreviations”
main ion,
3 placehold hani (b) She had a ton of rings. "grammatical errors’
placeholder mechanism.
_ | (c) oh my god it’s beatiful “misspellings”

» The placeholder mechanism improves I ,

translation accuracy even with noisy texts. (d) Thank you so much for all your advice!l@e® “emojis

(e) ( "« ) so cute “emoticons’

Table1: Example of comments from Reddit.

2. System Details

@ Utilization of a Synthetic Corpus and fine-tuning Q\ ...........

@ Domain Adaptation /v[ ———— }»/TRG monolingual

(2) data cleaning & (3) data cleanlng

— Model t lat Synthetlc

Problem @ ol \_ / peralel
» The lack of an in-domain parallel corpus. Provided SRC . TRG —J i
parallel Model SRC synthetic ;

M eth Od (4) fine-tuning ‘ In‘;g(r)arﬂglin

(1)Construct SRC—TRG and TRG—SRC models. Placeholder P |
rocedure of placeholder mechanism

(2)Create a synthetic corpus with TRG—SRC. MeCf:Na:llj:m NV ) BB (kawail” or “cute’)

(3) Apply filtering techniques to synthetic corpus. N+ Vo e) B . | @ Transiation (a-En

(4) Fine-tune the SRC—TRG model on both e <PH> so cute

(1) Detect emoticons in
an input sentence
by nagisa tookit. [\ «* V ") so cute| OUTPUT

synthetic corpus and in-domain parallel. C‘o‘py ¢ (3) Replace <PH> with emoticons

@ Placeholder Mechanism
Problem Method

» Noisy text on social media often contains » We replace the emojis and emoticons with the

tokens that do not require translation such as placeholders "<PH>" in the training data.
A) /| (FAA%) » In the prediction phase, we copy the emojis and

emojis ‘@, ©@” and emoticons, “\ ("o | W |
emoticons from SRC, and replace "<PH>" with them.

3. Experimental Results

Effect of Fine-tuning Ja-En En-Ja
» The placeholder mechanism achieved improvements of +1.4  Baseline 10.8 14.3
pOintS for Ja-En and +0.7 pOintS for En-Ja. +placeholders 12.2 (+1.4) 15.0 (+0.7)
Input Woah woah, hang on a minute, let’s hear this guy out. Amazing title & +fine-tuning 1.9 (+1.1) 162 (+1.9)
Basel: Shs Bio b F-oTIVWDDEZBWVWTHELESEL LSRR EZM o b +synthetic 14.0 (+3.2) —
aseline (Well wait a minute let’s listen to this story It was an amazing name)
+ Fine-tuni Sh—. Sh—. BéobfH-oT. COBOEEMISF. TS WIS & + 4-model ensemble 149 (+4.1) 170 (+2.7)
uning (Wow, wow, wait a minute and hear this guy talk. It's an amazing title & .) ..
Submission 14.8 17.0
Effect of Placeholders Table2: Case-sensitive BLEU scores

» The Fine-tuning with In-domain and synthetic corpora led to

substantial gain: +3.2 points for Ja-En and +1.9 points for En-Ja. Improved  Degraded  Unchanged

Ja-En 9 (b3%) 0 (0%) 3 (47%)
Case 1 Case 2
Input (D w+)DFFT | DWW D(*-w - A) En-Ja 14 (82%) 1 (1%) 2 (12%)
Reference (D cw*)2 | Approve! Kawaii P (* - w - A)
Our system (D - w -) | forgive youl! Cute (- w - A) Table3: The number of improved/degraded sentences by the

Another system | forgive youl It's cute. placeholder mechanism compared with the baseline.



